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we approximate significance using the aperture photometry
relations of section 3.7, under the assumption of Gaussian
statistics, and use the model background maps, randomized to
provide statistics appropriate to the observation in question, to
determine aperture counts.

Recall from Equation (14) that the flux may be written as

S = (rC − B)/(rf − g). (15)

Since C and B are independent random variables, the variance
on S may be written as
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assuming Gaussian statistics. The significance, S/σS may then
be written as

S/σS = (rC − B)√
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. (16)

The limiting sensitivity is found by determining the minimum
number of counts Cmin in the source aperture that yields the flux
significance threshold S/Nmin in Equation (16),
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Equation (15),
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where we have approximated

(rf − g)−1 ≈ (rf )−1
{

1 +
g

rf

}
≈ (rf )−1.

Since the limiting sensitivity maps are computed from back-
ground maps with no real sources, information about real source
apertures is unavailable. Rather, for each element in the map,
circular source and annular background apertures appropriate to
the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.

3.9. Spectral Model Fits

For observations of sources with at least 150 net counts in the
energy band 0.5–7 keV obtained using the ACIS detector, we
further characterize the intrinsic source properties by attempting
to fit the observed counts spectrum with both an absorbed
blackbody spectral model and an absorbed power-law spectral
model. These two models represent basic spectral shapes of
thermal and non-thermal X-ray emission.

The standard forward fitting method used in X-ray spectral
analysis computes the predicted counts produced by the spectral
model with the observed counts in the detector channel space,
and iteratively refines the model parameters to improve the
quality of the fit.

Instrumental response functions (Davis 2001a) define the
mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
the instrumental PSF.

With these definitions, the model M(E′, p̂′, t) that describes
the expected distribution of counts arriving at the detector is
then

M(E′, p̂′, t) =
∫

dE dp̂ R(E′;E, p̂, t) P (p̂′;E, p̂, t)

× A(E, p̂′, t) S(E, p̂, t), (18)

where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
∫

dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses

No. 1, 2010 CHANDRA SOURCE CATALOG 69

we approximate significance using the aperture photometry
relations of section 3.7, under the assumption of Gaussian
statistics, and use the model background maps, randomized to
provide statistics appropriate to the observation in question, to
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Since the limiting sensitivity maps are computed from back-
ground maps with no real sources, information about real source
apertures is unavailable. Rather, for each element in the map,
circular source and annular background apertures appropriate to
the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.

3.9. Spectral Model Fits

For observations of sources with at least 150 net counts in the
energy band 0.5–7 keV obtained using the ACIS detector, we
further characterize the intrinsic source properties by attempting
to fit the observed counts spectrum with both an absorbed
blackbody spectral model and an absorbed power-law spectral
model. These two models represent basic spectral shapes of
thermal and non-thermal X-ray emission.

The standard forward fitting method used in X-ray spectral
analysis computes the predicted counts produced by the spectral
model with the observed counts in the detector channel space,
and iteratively refines the model parameters to improve the
quality of the fit.

Instrumental response functions (Davis 2001a) define the
mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
the instrumental PSF.

With these definitions, the model M(E′, p̂′, t) that describes
the expected distribution of counts arriving at the detector is
then

M(E′, p̂′, t) =
∫

dE dp̂ R(E′;E, p̂, t) P (p̂′;E, p̂, t)

× A(E, p̂′, t) S(E, p̂, t), (18)

where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
∫

dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses

• The expected channel distribution of detected counts                          is:
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Since the limiting sensitivity maps are computed from back-
ground maps with no real sources, information about real source
apertures is unavailable. Rather, for each element in the map,
circular source and annular background apertures appropriate to
the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.
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and iteratively refines the model parameters to improve the
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mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
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where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
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dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses
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Since the limiting sensitivity maps are computed from back-
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apertures is unavailable. Rather, for each element in the map,
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the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.
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to fit the observed counts spectrum with both an absorbed
blackbody spectral model and an absorbed power-law spectral
model. These two models represent basic spectral shapes of
thermal and non-thermal X-ray emission.

The standard forward fitting method used in X-ray spectral
analysis computes the predicted counts produced by the spectral
model with the observed counts in the detector channel space,
and iteratively refines the model parameters to improve the
quality of the fit.

Instrumental response functions (Davis 2001a) define the
mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
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the expected distribution of counts arriving at the detector is
then

M(E′, p̂′, t) =
∫

dE dp̂ R(E′;E, p̂, t) P (p̂′;E, p̂, t)
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where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
∫

dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses
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observed with apparent energy      and location 
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where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
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We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
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dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses
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on S may be written as
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assuming Gaussian statistics. The significance, S/σS may then
be written as

S/σS = (rC − B)√
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. (16)

The limiting sensitivity is found by determining the minimum
number of counts Cmin in the source aperture that yields the flux
significance threshold S/Nmin in Equation (16),
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where we have approximated

(rf − g)−1 ≈ (rf )−1
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}
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Since the limiting sensitivity maps are computed from back-
ground maps with no real sources, information about real source
apertures is unavailable. Rather, for each element in the map,
circular source and annular background apertures appropriate to
the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.

3.9. Spectral Model Fits

For observations of sources with at least 150 net counts in the
energy band 0.5–7 keV obtained using the ACIS detector, we
further characterize the intrinsic source properties by attempting
to fit the observed counts spectrum with both an absorbed
blackbody spectral model and an absorbed power-law spectral
model. These two models represent basic spectral shapes of
thermal and non-thermal X-ray emission.

The standard forward fitting method used in X-ray spectral
analysis computes the predicted counts produced by the spectral
model with the observed counts in the detector channel space,
and iteratively refines the model parameters to improve the
quality of the fit.

Instrumental response functions (Davis 2001a) define the
mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
the instrumental PSF.

With these definitions, the model M(E′, p̂′, t) that describes
the expected distribution of counts arriving at the detector is
then

M(E′, p̂′, t) =
∫

dE dp̂ R(E′;E, p̂, t) P (p̂′;E, p̂, t)

× A(E, p̂′, t) S(E, p̂, t), (18)

where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
∫

dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses
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we approximate significance using the aperture photometry
relations of section 3.7, under the assumption of Gaussian
statistics, and use the model background maps, randomized to
provide statistics appropriate to the observation in question, to
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where we have approximated

(rf − g)−1 ≈ (rf )−1
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Since the limiting sensitivity maps are computed from back-
ground maps with no real sources, information about real source
apertures is unavailable. Rather, for each element in the map,
circular source and annular background apertures appropriate to
the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.

3.9. Spectral Model Fits

For observations of sources with at least 150 net counts in the
energy band 0.5–7 keV obtained using the ACIS detector, we
further characterize the intrinsic source properties by attempting
to fit the observed counts spectrum with both an absorbed
blackbody spectral model and an absorbed power-law spectral
model. These two models represent basic spectral shapes of
thermal and non-thermal X-ray emission.

The standard forward fitting method used in X-ray spectral
analysis computes the predicted counts produced by the spectral
model with the observed counts in the detector channel space,
and iteratively refines the model parameters to improve the
quality of the fit.

Instrumental response functions (Davis 2001a) define the
mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
the instrumental PSF.

With these definitions, the model M(E′, p̂′, t) that describes
the expected distribution of counts arriving at the detector is
then

M(E′, p̂′, t) =
∫

dE dp̂ R(E′;E, p̂, t) P (p̂′;E, p̂, t)

× A(E, p̂′, t) S(E, p̂, t), (18)

where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
∫

dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses
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we approximate significance using the aperture photometry
relations of section 3.7, under the assumption of Gaussian
statistics, and use the model background maps, randomized to
provide statistics appropriate to the observation in question, to
determine aperture counts.

Recall from Equation (14) that the flux may be written as
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Since C and B are independent random variables, the variance
on S may be written as
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be written as
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The limiting sensitivity is found by determining the minimum
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S/Nmin = (rCmin − B)
√

r2Cmin + B
,

whose solution is

rCmin = B +
r(S/Nmin)2

2

{

1 +

√

1 +
4B

r(S/Nmin)2

(
1 +

1
r

)}

,

and the limiting sensitivity for that aperture is then given by
Equation (15),

Smin = (rCmin − B)/(rf − g)

= r(S/Nmin)2

2

{

1 +

√

1 +
4B

r(S/Nmin)2

(
1 +

1
r

)}

(rf − g)−1

= (S/Nmin)2

2f

{

1 +

√

1 +
4B

r(S/Nmin)2

(
1 +

1
r

)}

, (17)
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Since the limiting sensitivity maps are computed from back-
ground maps with no real sources, information about real source
apertures is unavailable. Rather, for each element in the map,
circular source and annular background apertures appropriate to
the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.

3.9. Spectral Model Fits

For observations of sources with at least 150 net counts in the
energy band 0.5–7 keV obtained using the ACIS detector, we
further characterize the intrinsic source properties by attempting
to fit the observed counts spectrum with both an absorbed
blackbody spectral model and an absorbed power-law spectral
model. These two models represent basic spectral shapes of
thermal and non-thermal X-ray emission.

The standard forward fitting method used in X-ray spectral
analysis computes the predicted counts produced by the spectral
model with the observed counts in the detector channel space,
and iteratively refines the model parameters to improve the
quality of the fit.

Instrumental response functions (Davis 2001a) define the
mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
the instrumental PSF.

With these definitions, the model M(E′, p̂′, t) that describes
the expected distribution of counts arriving at the detector is
then

M(E′, p̂′, t) =
∫

dE dp̂ R(E′;E, p̂, t) P (p̂′;E, p̂, t)

× A(E, p̂′, t) S(E, p̂, t), (18)

where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
∫

dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses
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we approximate significance using the aperture photometry
relations of section 3.7, under the assumption of Gaussian
statistics, and use the model background maps, randomized to
provide statistics appropriate to the observation in question, to
determine aperture counts.

Recall from Equation (14) that the flux may be written as
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on S may be written as
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be written as

S/σS = (rC − B)√
r2C + B

. (16)
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Since the limiting sensitivity maps are computed from back-
ground maps with no real sources, information about real source
apertures is unavailable. Rather, for each element in the map,
circular source and annular background apertures appropriate to
the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.

3.9. Spectral Model Fits

For observations of sources with at least 150 net counts in the
energy band 0.5–7 keV obtained using the ACIS detector, we
further characterize the intrinsic source properties by attempting
to fit the observed counts spectrum with both an absorbed
blackbody spectral model and an absorbed power-law spectral
model. These two models represent basic spectral shapes of
thermal and non-thermal X-ray emission.

The standard forward fitting method used in X-ray spectral
analysis computes the predicted counts produced by the spectral
model with the observed counts in the detector channel space,
and iteratively refines the model parameters to improve the
quality of the fit.

Instrumental response functions (Davis 2001a) define the
mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
the instrumental PSF.

With these definitions, the model M(E′, p̂′, t) that describes
the expected distribution of counts arriving at the detector is
then

M(E′, p̂′, t) =
∫

dE dp̂ R(E′;E, p̂, t) P (p̂′;E, p̂, t)

× A(E, p̂′, t) S(E, p̂, t), (18)

where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
∫

dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses
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we approximate significance using the aperture photometry
relations of section 3.7, under the assumption of Gaussian
statistics, and use the model background maps, randomized to
provide statistics appropriate to the observation in question, to
determine aperture counts.

Recall from Equation (14) that the flux may be written as

S = (rC − B)/(rf − g). (15)

Since C and B are independent random variables, the variance
on S may be written as
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assuming Gaussian statistics. The significance, S/σS may then
be written as

S/σS = (rC − B)√
r2C + B

. (16)

The limiting sensitivity is found by determining the minimum
number of counts Cmin in the source aperture that yields the flux
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where we have approximated
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Since the limiting sensitivity maps are computed from back-
ground maps with no real sources, information about real source
apertures is unavailable. Rather, for each element in the map,
circular source and annular background apertures appropriate to
the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.

3.9. Spectral Model Fits

For observations of sources with at least 150 net counts in the
energy band 0.5–7 keV obtained using the ACIS detector, we
further characterize the intrinsic source properties by attempting
to fit the observed counts spectrum with both an absorbed
blackbody spectral model and an absorbed power-law spectral
model. These two models represent basic spectral shapes of
thermal and non-thermal X-ray emission.

The standard forward fitting method used in X-ray spectral
analysis computes the predicted counts produced by the spectral
model with the observed counts in the detector channel space,
and iteratively refines the model parameters to improve the
quality of the fit.

Instrumental response functions (Davis 2001a) define the
mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
the instrumental PSF.

With these definitions, the model M(E′, p̂′, t) that describes
the expected distribution of counts arriving at the detector is
then

M(E′, p̂′, t) =
∫

dE dp̂ R(E′;E, p̂, t) P (p̂′;E, p̂, t)

× A(E, p̂′, t) S(E, p̂, t), (18)

where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
∫

dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses

is the instrumental effective area (recorded in the ARF) 
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we approximate significance using the aperture photometry
relations of section 3.7, under the assumption of Gaussian
statistics, and use the model background maps, randomized to
provide statistics appropriate to the observation in question, to
determine aperture counts.

Recall from Equation (14) that the flux may be written as
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Since C and B are independent random variables, the variance
on S may be written as
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significance threshold S/Nmin in Equation (16),

S/Nmin = (rCmin − B)
√

r2Cmin + B
,

whose solution is

rCmin = B +
r(S/Nmin)2
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and the limiting sensitivity for that aperture is then given by
Equation (15),

Smin = (rCmin − B)/(rf − g)

= r(S/Nmin)2
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where we have approximated

(rf − g)−1 ≈ (rf )−1
{

1 +
g

rf

}
≈ (rf )−1.

Since the limiting sensitivity maps are computed from back-
ground maps with no real sources, information about real source
apertures is unavailable. Rather, for each element in the map,
circular source and annular background apertures appropriate to
the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.

3.9. Spectral Model Fits

For observations of sources with at least 150 net counts in the
energy band 0.5–7 keV obtained using the ACIS detector, we
further characterize the intrinsic source properties by attempting
to fit the observed counts spectrum with both an absorbed
blackbody spectral model and an absorbed power-law spectral
model. These two models represent basic spectral shapes of
thermal and non-thermal X-ray emission.

The standard forward fitting method used in X-ray spectral
analysis computes the predicted counts produced by the spectral
model with the observed counts in the detector channel space,
and iteratively refines the model parameters to improve the
quality of the fit.

Instrumental response functions (Davis 2001a) define the
mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
the instrumental PSF.

With these definitions, the model M(E′, p̂′, t) that describes
the expected distribution of counts arriving at the detector is
then

M(E′, p̂′, t) =
∫

dE dp̂ R(E′;E, p̂, t) P (p̂′;E, p̂, t)

× A(E, p̂′, t) S(E, p̂, t), (18)

where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
∫

dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses
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we approximate significance using the aperture photometry
relations of section 3.7, under the assumption of Gaussian
statistics, and use the model background maps, randomized to
provide statistics appropriate to the observation in question, to
determine aperture counts.

Recall from Equation (14) that the flux may be written as

S = (rC − B)/(rf − g). (15)

Since C and B are independent random variables, the variance
on S may be written as

σ 2
S = r2σ 2

C + σ 2
B

(rf − g)2
= r2C + B

(rf − g)2
,

assuming Gaussian statistics. The significance, S/σS may then
be written as

S/σS = (rC − B)√
r2C + B

. (16)

The limiting sensitivity is found by determining the minimum
number of counts Cmin in the source aperture that yields the flux
significance threshold S/Nmin in Equation (16),

S/Nmin = (rCmin − B)
√

r2Cmin + B
,

whose solution is

rCmin = B +
r(S/Nmin)2
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and the limiting sensitivity for that aperture is then given by
Equation (15),

Smin = (rCmin − B)/(rf − g)

= r(S/Nmin)2
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where we have approximated

(rf − g)−1 ≈ (rf )−1
{

1 +
g

rf

}
≈ (rf )−1.

Since the limiting sensitivity maps are computed from back-
ground maps with no real sources, information about real source
apertures is unavailable. Rather, for each element in the map,
circular source and annular background apertures appropriate to
the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.

3.9. Spectral Model Fits

For observations of sources with at least 150 net counts in the
energy band 0.5–7 keV obtained using the ACIS detector, we
further characterize the intrinsic source properties by attempting
to fit the observed counts spectrum with both an absorbed
blackbody spectral model and an absorbed power-law spectral
model. These two models represent basic spectral shapes of
thermal and non-thermal X-ray emission.

The standard forward fitting method used in X-ray spectral
analysis computes the predicted counts produced by the spectral
model with the observed counts in the detector channel space,
and iteratively refines the model parameters to improve the
quality of the fit.

Instrumental response functions (Davis 2001a) define the
mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
the instrumental PSF.

With these definitions, the model M(E′, p̂′, t) that describes
the expected distribution of counts arriving at the detector is
then

M(E′, p̂′, t) =
∫

dE dp̂ R(E′;E, p̂, t) P (p̂′;E, p̂, t)

× A(E, p̂′, t) S(E, p̂, t), (18)

where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
∫

dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses

is the photon spatial dispersion transfer function (the instrumental PSF)



X-ray Pulse Height Spectroscopy

• This removes the dependencies on   ,   , and                         , simplifying the integral to

which depends on the physical source spectrum, RMF, and ARF

• Generally, this transformation is not easily invertible so forward fitting is used to propose 
a model for S, fold the model through the responses, and optimize the parameters of S 
by comparing with the observed channel counts distribution
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we approximate significance using the aperture photometry
relations of section 3.7, under the assumption of Gaussian
statistics, and use the model background maps, randomized to
provide statistics appropriate to the observation in question, to
determine aperture counts.

Recall from Equation (14) that the flux may be written as

S = (rC − B)/(rf − g). (15)

Since C and B are independent random variables, the variance
on S may be written as

σ 2
S = r2σ 2

C + σ 2
B

(rf − g)2
= r2C + B

(rf − g)2
,

assuming Gaussian statistics. The significance, S/σS may then
be written as

S/σS = (rC − B)√
r2C + B

. (16)

The limiting sensitivity is found by determining the minimum
number of counts Cmin in the source aperture that yields the flux
significance threshold S/Nmin in Equation (16),

S/Nmin = (rCmin − B)
√

r2Cmin + B
,

whose solution is

rCmin = B +
r(S/Nmin)2
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and the limiting sensitivity for that aperture is then given by
Equation (15),

Smin = (rCmin − B)/(rf − g)

= r(S/Nmin)2
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where we have approximated

(rf − g)−1 ≈ (rf )−1
{

1 +
g

rf

}
≈ (rf )−1.

Since the limiting sensitivity maps are computed from back-
ground maps with no real sources, information about real source
apertures is unavailable. Rather, for each element in the map,
circular source and annular background apertures appropriate to
the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.

3.9. Spectral Model Fits

For observations of sources with at least 150 net counts in the
energy band 0.5–7 keV obtained using the ACIS detector, we
further characterize the intrinsic source properties by attempting
to fit the observed counts spectrum with both an absorbed
blackbody spectral model and an absorbed power-law spectral
model. These two models represent basic spectral shapes of
thermal and non-thermal X-ray emission.

The standard forward fitting method used in X-ray spectral
analysis computes the predicted counts produced by the spectral
model with the observed counts in the detector channel space,
and iteratively refines the model parameters to improve the
quality of the fit.

Instrumental response functions (Davis 2001a) define the
mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
the instrumental PSF.

With these definitions, the model M(E′, p̂′, t) that describes
the expected distribution of counts arriving at the detector is
then

M(E′, p̂′, t) =
∫

dE dp̂ R(E′;E, p̂, t) P (p̂′;E, p̂, t)

× A(E, p̂′, t) S(E, p̂, t), (18)

where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
∫

dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses
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we approximate significance using the aperture photometry
relations of section 3.7, under the assumption of Gaussian
statistics, and use the model background maps, randomized to
provide statistics appropriate to the observation in question, to
determine aperture counts.

Recall from Equation (14) that the flux may be written as

S = (rC − B)/(rf − g). (15)

Since C and B are independent random variables, the variance
on S may be written as

σ 2
S = r2σ 2

C + σ 2
B

(rf − g)2
= r2C + B

(rf − g)2
,

assuming Gaussian statistics. The significance, S/σS may then
be written as

S/σS = (rC − B)√
r2C + B

. (16)

The limiting sensitivity is found by determining the minimum
number of counts Cmin in the source aperture that yields the flux
significance threshold S/Nmin in Equation (16),

S/Nmin = (rCmin − B)
√

r2Cmin + B
,

whose solution is

rCmin = B +
r(S/Nmin)2
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and the limiting sensitivity for that aperture is then given by
Equation (15),
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where we have approximated

(rf − g)−1 ≈ (rf )−1
{

1 +
g

rf

}
≈ (rf )−1.

Since the limiting sensitivity maps are computed from back-
ground maps with no real sources, information about real source
apertures is unavailable. Rather, for each element in the map,
circular source and annular background apertures appropriate to
the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.

3.9. Spectral Model Fits

For observations of sources with at least 150 net counts in the
energy band 0.5–7 keV obtained using the ACIS detector, we
further characterize the intrinsic source properties by attempting
to fit the observed counts spectrum with both an absorbed
blackbody spectral model and an absorbed power-law spectral
model. These two models represent basic spectral shapes of
thermal and non-thermal X-ray emission.

The standard forward fitting method used in X-ray spectral
analysis computes the predicted counts produced by the spectral
model with the observed counts in the detector channel space,
and iteratively refines the model parameters to improve the
quality of the fit.

Instrumental response functions (Davis 2001a) define the
mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
the instrumental PSF.

With these definitions, the model M(E′, p̂′, t) that describes
the expected distribution of counts arriving at the detector is
then

M(E′, p̂′, t) =
∫

dE dp̂ R(E′;E, p̂, t) P (p̂′;E, p̂, t)

× A(E, p̂′, t) S(E, p̂, t), (18)

where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
∫

dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses
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we approximate significance using the aperture photometry
relations of section 3.7, under the assumption of Gaussian
statistics, and use the model background maps, randomized to
provide statistics appropriate to the observation in question, to
determine aperture counts.

Recall from Equation (14) that the flux may be written as

S = (rC − B)/(rf − g). (15)

Since C and B are independent random variables, the variance
on S may be written as

σ 2
S = r2σ 2

C + σ 2
B

(rf − g)2
= r2C + B

(rf − g)2
,

assuming Gaussian statistics. The significance, S/σS may then
be written as

S/σS = (rC − B)√
r2C + B

. (16)

The limiting sensitivity is found by determining the minimum
number of counts Cmin in the source aperture that yields the flux
significance threshold S/Nmin in Equation (16),

S/Nmin = (rCmin − B)
√

r2Cmin + B
,

whose solution is
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r(S/Nmin)2
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and the limiting sensitivity for that aperture is then given by
Equation (15),

Smin = (rCmin − B)/(rf − g)

= r(S/Nmin)2
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where we have approximated

(rf − g)−1 ≈ (rf )−1
{

1 +
g

rf

}
≈ (rf )−1.

Since the limiting sensitivity maps are computed from back-
ground maps with no real sources, information about real source
apertures is unavailable. Rather, for each element in the map,
circular source and annular background apertures appropriate to
the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.

3.9. Spectral Model Fits

For observations of sources with at least 150 net counts in the
energy band 0.5–7 keV obtained using the ACIS detector, we
further characterize the intrinsic source properties by attempting
to fit the observed counts spectrum with both an absorbed
blackbody spectral model and an absorbed power-law spectral
model. These two models represent basic spectral shapes of
thermal and non-thermal X-ray emission.

The standard forward fitting method used in X-ray spectral
analysis computes the predicted counts produced by the spectral
model with the observed counts in the detector channel space,
and iteratively refines the model parameters to improve the
quality of the fit.

Instrumental response functions (Davis 2001a) define the
mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
the instrumental PSF.

With these definitions, the model M(E′, p̂′, t) that describes
the expected distribution of counts arriving at the detector is
then

M(E′, p̂′, t) =
∫

dE dp̂ R(E′;E, p̂, t) P (p̂′;E, p̂, t)

× A(E, p̂′, t) S(E, p̂, t), (18)

where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
∫

dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses

• For Chandra, we typically integrate over the exposure, assume the source position and 
shape are known, and that photons from the entire region of the source are extracted
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we approximate significance using the aperture photometry
relations of section 3.7, under the assumption of Gaussian
statistics, and use the model background maps, randomized to
provide statistics appropriate to the observation in question, to
determine aperture counts.

Recall from Equation (14) that the flux may be written as

S = (rC − B)/(rf − g). (15)

Since C and B are independent random variables, the variance
on S may be written as

σ 2
S = r2σ 2

C + σ 2
B

(rf − g)2
= r2C + B

(rf − g)2
,

assuming Gaussian statistics. The significance, S/σS may then
be written as

S/σS = (rC − B)√
r2C + B

. (16)

The limiting sensitivity is found by determining the minimum
number of counts Cmin in the source aperture that yields the flux
significance threshold S/Nmin in Equation (16),

S/Nmin = (rCmin − B)
√

r2Cmin + B
,

whose solution is

rCmin = B +
r(S/Nmin)2

2

{

1 +

√

1 +
4B

r(S/Nmin)2

(
1 +

1
r

)}

,

and the limiting sensitivity for that aperture is then given by
Equation (15),

Smin = (rCmin − B)/(rf − g)

= r(S/Nmin)2

2

{

1 +

√

1 +
4B

r(S/Nmin)2

(
1 +

1
r

)}

(rf − g)−1

= (S/Nmin)2

2f

{

1 +

√

1 +
4B

r(S/Nmin)2

(
1 +

1
r

)}

, (17)

where we have approximated

(rf − g)−1 ≈ (rf )−1
{

1 +
g

rf

}
≈ (rf )−1.

Since the limiting sensitivity maps are computed from back-
ground maps with no real sources, information about real source
apertures is unavailable. Rather, for each element in the map,
circular source and annular background apertures appropriate to
the 90% ECF source aperture at that location are constructed,
and used to determine B, r, and f for use in Equation (17).

The assumption of Gaussian statistics, and the subsequent
simplification in the algorithm, is made of necessity, since
limiting sensitivity must be computed not for each source but for
each pixel in each of five energy band images. We have, however,
verified the performance of the algorithm by comparing detected
source fluxes with values of limiting sensitivity at the source
locations, for thousands of catalog sources in all energy bands
(F. A. Primini et al. 2010, in preparation), and find good
agreement.

3.9. Spectral Model Fits

For observations of sources with at least 150 net counts in the
energy band 0.5–7 keV obtained using the ACIS detector, we
further characterize the intrinsic source properties by attempting
to fit the observed counts spectrum with both an absorbed
blackbody spectral model and an absorbed power-law spectral
model. These two models represent basic spectral shapes of
thermal and non-thermal X-ray emission.

The standard forward fitting method used in X-ray spectral
analysis computes the predicted counts produced by the spectral
model with the observed counts in the detector channel space,
and iteratively refines the model parameters to improve the
quality of the fit.

Instrumental response functions (Davis 2001a) define the
mappings between physical (source) space and detector space.
George et al. (2007) describe two of these calibration files,
the detector RMF and the ARF. The former specifies the
energy dispersion relation R(E′, p̂′;E, p̂, t) that defines the
probability that a photon of actual energy E, location p̂, and
arrival time t will be observed with an apparent energy E′ and
location p̂′, while the instrumental effective area A(p̂′;E, p̂, t)
is recorded in the latter. The final dispersion relation is the
photon spatial dispersion P (p̂′;E, p̂, t) transfer function due to
the instrumental PSF.

With these definitions, the model M(E′, p̂′, t) that describes
the expected distribution of counts arriving at the detector is
then

M(E′, p̂′, t) =
∫

dE dp̂ R(E′;E, p̂, t) P (p̂′;E, p̂, t)

× A(E, p̂′, t) S(E, p̂, t), (18)

where S(E, p̂, t) is the physical model that defines the physical
energy spectrum, spatial morphology, and temporal variability
of the source.

We follow standard practice by ignoring the dependency on
photon arrival time, and instead consider only the total number
of photons that arrived during the observation in the forward
fitting process. The source position and shape are taken as
known, and we assume that the source photons are collected
from the detector area containing an entire source region of
interest. The latter assumption is valid provided that sources
are spatially separated on scales of order the size of the PSF
or larger. In crowded fields, or for sources that have a complex
diffuse structure, the contribution from the other sources are
important. With the assumptions listed above, Equation (18)
reduces to

M(E′) =
∫

dE R(E′;E) A(E) S(E),

where the source emitted spectrum S(E) depends on the source
physics. The forward fitting procedure solves for the best-fit
parameters for S(E), assuming a pre-defined fit statistic. Since
spectral fitting is only performed for sources with a minimum
of 150 net counts, a χ2 fit statistic is used, but note that this
assumes a Gaussian distribution for the source counts.

For all sources observed using the ACIS detector (i.e., not just
those with at least 150 net counts in the broad energy band), the
catalog processing pipelines extract the observed energy spectra
of the photons included in the source and background regions of
each detected source and store these in a standard format (PHA
file; Arnaud & George 2009). An appropriate associated ARF
and RMF are computed by weighting the instrumental responses



Ancillary Response File
• Includes geometric collecting area × 

(energy-dependent) efficiencies of optics, 
gratings, detector

• Depends on extraction region on the 
detector because of vignetting and 
detector non-uniformities

• Chandra dithers on the sky so a source 
samples different regions of the detector 
and the aspect solution (position vs. 
time) is needed to calculate the average 
ARF for a source

• Units of cm2 counts/photon
• Uses HEASARC OGIP-standard ARF FITS 

file format
Figures in this presentation from CXC guide “An X-ray Data Primer —
What I Wish I Knew when Starting X-Ray Astronomy”

Energy (keV)

Chandra/ACIS-I3 Effective Area vs. Energy



How Does The ARF Vary Over The Field?
• Instrument map records the instrument 

sensitivity in detector coordinates
• Exposure map is the instrument map 

convolved with the aspect solution
• Instrument/exposure maps are created on a 

per observation basis since the detector 
sensitivity, among other variables, changes 
with time

• Chandra’s instrument and exposure maps 
typically have units of cm2 s counts/photon 
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Instrument and Exposure Map
An instrument map is an image in detector coordinates of the instrument sensitivity, 
including mirror area and detector quantum efficiency. The exposure map is an in-
strument map convolved with the aspect solution and is analogous to a flat field in 
optical and IR astronomy. Chandra’s instrument and exposure maps typically have 
units of [cm2 counts/photon] or [cm2 s counts/photon] and are used to produce an 
exposure-corrected image in flux units of [photon/cm2] or [photon/cm2/s], respec-
tively. The instrument and exposure maps are created on a per observation basis 
since the detector senstivity, among other variables, changes with time.

Tycho’s Supernova (ObsID 10095) observed with Chandra/ACIS-I for ~176 ksec.  The observation-spe-
cific instrument map and exposure map are plotted with a linear color scale; the observed X-ray counts 
map and exposure-corrected flux map are plotted with an arcsinh color scale. The flux map is generated by 
dividing the counts map by the exposure map.



Redistribution Matrix File
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Because of vignetting and detector non-uniformities, for imaging detectors the 
ARF file will be different for different source positions (extraction regions) on 
the detector.  For telescopes that dither, a source will sample different parts of the 
detector and so the aspect solution (pointing history during the observation) is also 
needed to calculate the average ARF for a source.

RMF and RSP
The dimensionless redistribution matrix file (RMF) maps the relationship between 
the incident photon energy and the output signal’s distribution over channels—the 
event’s pulse height. In other words, the RMF provides the probability that a photon 
of a given energy is registered in a given channel. The RMF is analogous to the line 
spread function in optical and IR astronomy, where the ideal RMF would provide 
a one-to-one mapping between 
detector channel and incident 
energy, represented as a diago-
nal matrix. Some missions use 
a response (RSP) file in lieu of 
the individual ARF and RMF 
response files, which is a ma-
trix of the product of the RMF 
and ARF of an observation.

A typical RMF is visualized in 
the figure, where the logarith-
mic color scale represents the 
probability that a detected pho-
ton of some true energy will 
be assigned to a given spectral 
channel. Note the significant 
off-diagonal contributions. 

ARF
The ancillary response file (ARF) contains the effective area as a function of en-
ergy for an extraction of an observation and is analogous to the sensitivity curve 
in optical and IR astronomy, in units of [cm2 counts/photon]. The ARF includes 
the geometric collecting area of the instrument multiplied by the energy-dependent 
efficiencies of:

• mirrors

• gratings

• filters

• detector

PI Channel

Low Energy Tail • Maps the relationship between the incident 
photon energy and the detected signal 
distribution over detector channels (i.e., the 
event pulse height)

• The RMF provides the probability that a 
photon of a given energy is detected in a 
given detector channel 

• Uses HEASARC OGIP-standard RMF FITS file 
format



Making Chandra Response Files
• The CIAO1 downloadable data analysis package includes ~30 user tools and scripts to create 

and manipulate responses, including ARFs, RMFs, Instrument Maps, Exposure Maps, etc.

• The tools typically take observation data products, detector position or region information, 
Calibration Database files to create the responses for an observation and detector region

• CIAO’s Sherpa2 modeling and fitting package can use the created responses to fit spectral 
models to the associated observation pulse height spectra

addresp Add multiple RMFs, weighted by ARFs and exposures; add multiple ARFs, weighted by exposures
mkacisrmf Generate an RMF for Chandra imaging data
mkarf Generate an ARF for Chandra imaging data (and grating 0th order)
mkexpmap Generate a Chandra imaging exposure map (effective area vs. sky position)
mkinstmap Generate a Chandra instrument map (effective area vs. detector position)
mkwarf Generate a weighted ARF

mkarf asphistfile="acis_s3_asphist.fits[asphist]" outfile=acis_s3_arf.fits 
sourcepixelx=4146.05 sourcepixely=4045.95 engrid="grid(s3_rmf.fits[MATRIX][cols 
ENERG_LO,ENERG_HI])" obsfile=observation_evt2.fits detsubsys=ACIS-S3 dafile=CALDB

1 https://cxc.cfa.harvard.edu/ciao/ 2 https://cxc.cfa.harvard.edu/sherpa/ 

https://cxc.cfa.harvard.edu/ciao/
https://cxc.cfa.harvard.edu/ciao/

