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Why do we use HEALPix for LIGO/Virgo 
probability maps?
• LIGO/Virgo localizations can


• subtend large angles

• wrap around the whole sky

• have multiple widely separated modes

• have irregular shapes, fringes


• Difficult to pick a good partial-sky projection (e.g. 
gnomonic, orthographic) in the general case


• Traditional all-sky projections have wild variations in 
pixel size (e.g. plate carée) or shape (e.g. Mollweide, 
Aitoff) and as well as seams


• HEALPix was already well-established for specialized 
uses in astronomy (CMB, full-sky mosaics)


• Good support in software (e.g. DS9, Aladin) and 
libraries (C, C++, Python, Java, MATLAB, IDL, etc.)



Hierarchical Equal Area isoLatitude Pixelization

• is a map projection that is area-preserving 
and minimizes artifacts at the poles and 
seams


• is a spatial indexing scheme that is popular 
in astronomy


• is very much like a geocode


• maps 2 angle coordinates (longitude/right 
ascension, latitude/declination) to one integer 
using a space-filling curve


• is a multi-resolution tree data structure


• was invented for cosmic microwave 
background astronomy


• was brought (by me) to the gravitational-wave 
community as the standard format for 
probability maps
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Fig. 4.—Layout of the HEALPix pixels on the sphere in a cylindrical projection and a demonstration of two possible pixel indexations—one running on
isolatitude rings, the other arranged hierarchically or in a nested tree fashion. The top two panels correspond to Nside ¼ 2 in first ring then nested schemes; the bottom
two panels are for Nside ¼ 4. ! refers to the colatitude and " to the longitude.

Górski+ 2005

HEALPix pixel indexing
The index or address of a HEALPix tile consists of three 
pieces of information:


• Resolution (nside): lateral number of subdivisions 
along the twelve base-level tiles. At any resolution, 
there are a total of npix = (12 nside 2) pixels.


• Pixel index (ipix): pixel number from 0 to (npix - 1).


• Ordering scheme (order): RING or NESTED. In the 
RING scheme, pixel numbers advance in right 
ascension and then declination. In the NESTED 
scheme, pixel indices follow the hierarchical structure 
described on the previous slide.

http://adsabs.harvard.edu/abs/2005ApJ...622..759G


The problem (circa 2018)
We were (and are) getting better all the time at pinpointing 

gravitational-wave sources as more detectors came (and are 
coming) online and existing detectors became (and are becoming) 

more sensitive.


Unfortunately, as position accuracy improved, the size of the sky 
maps that we sent to observing partners was blowing up.


This started being a minor inconvenience in O2 with GW170817. It 
would have gotten much worse as we increased in sensitivity.



Adaptive subdivision
• Most LIGO/Virgo sky maps (BAYESTAR, 

Bilby, etc.) are generated using this 
adaptive subdivision sampling scheme.


• First, the probability is calculated at all 
sky positions at a resolution of nside=32 
(≈13 deg2 / tile, total of 3072 tiles).


• Then, we take the 768 highest 
probability tiles, and subdivide them 
into 3072 new tiles.


• The last step is repeated 7 times.


• This is a simple feedback control 
system that drives the pixels to have 
comparable probability: e.g. smaller 
pixels in regions of higher probability 
density.

1. Evaluate localization on
base tesselation of N pixels 2. Sort by probability and select top N/4 pixels

3. Subdivide & replace with
N new daughter pixels

5. Subdivide & replace with
N new daughter pixels

4. Sort by probability and
select top N/4 pixels

6. Sort by probability and
select top N/4 pixels

Repeat

Singer + Price 2016

The resulting HEALPix tree contains exactly 19200 tiles.

This gets flattened out to a HEALPix image with the resolution of the smallest tile.

The lowest possible resolution is nside=128, ≈0.2 deg2 / pixel, ≈200k pixels.

The highest possible resolution is nside=2048, ≈3 arcmin2 / pixel, ≈50M pixels.

http://adsabs.harvard.edu/abs/2016PhRvD..93b4013S


Adaptive subdivision: benefits

• Expensive per-pixel calculations are quickly focused 
toward regions where extra detail is needed


• Work can be done in large parallel batches (of 3072 pixels)


• Resulting sky maps are detailed but can be gzip-
compressed with high compression ratios because of the 
long runs of identical pixel values


• Codes that are aware of the adaptive subdivision scheme 
can accelerate other expensive calculations massively 
(galaxy completeness integrals, volume rendering)

Singer + Price 2016

http://adsabs.harvard.edu/abs/2016PhRvD..93b4013S


Issues for well-localized events
• For well-localized events like GW170817, the adaptive subdivision can 

proceed to the highest possible resolution, nside=2048.


• The gzip-compressed FITS files are still very small on disk (~1 MB) 
because the HEALPix trees still have only ~20k tiles.


• However, the uncompressed FITS files can get very large in memory, ~1.5 
GB, because they are stored at high resolution.


• Just decompressing the sky maps to read them in can take a few 
seconds, and they can be cumbersome to deal with in memory.



Proposal 1: reduce maximum resolution

• Proposal: reduce maximum resolution by decreasing the maximum 
number of subdivisions by 2 steps.


• Reduces the maximum resolution to nside=512, 0.01 deg2 / pixel.


• Reduces the maximum in-memory size of sky maps to ~100 MB.


• Impact on area and volume shown on next slide.



first2years / 2016
area P—P plot volume P—P plot

area histogram volume histogram

• Based on “First Two Years” mock data 
challenge sample (Singer+ 2014, Berry+ 
2015, Farr+ 2016, Singer+ 2016)


• Downsampled events and to a maximum 
resolution of nside=1 to 1024 (maximum 
original resolution is 2048)


• Downsampling approximates the effect 
that reducing the number of adaptive 
subdivision steps would have


• Looks like reducing the number of 
adaptive subdivision steps by 1 or 2, but 
no more, would be safe

http://adsabs.harvard.edu/abs/2014ApJ...795..105S
http://adsabs.harvard.edu/abs/2015ApJ...804..114B
http://adsabs.harvard.edu/abs/2015ApJ...804..114B
http://adsabs.harvard.edu/abs/2016ApJ...825..116F
http://adsabs.harvard.edu/abs/2016ApJ...829L..15S


Proposal 2: publish multi-resolution HEALPix trees

• Make multi-resolution HEALPix files available along side traditional FITS files.


• There was no conventional format at the time. However, there was a great 
deal of related prior art in the Virtual Observatory:


• Multi-Order Coverage (MOC) maps — Boch+ 2014


• HEALPix multi-resolution data structures — Reinecke + Hivon 2015


• Hierarchical Progressive Surveys (HiPS) — Fernique+ 2017


• UNIQ indexing scheme — Górski+ 2017, section 3.2

http://ivoa.net/documents/MOC/
http://adsabs.harvard.edu/abs/2015A&A...580A.132R
http://www.ivoa.net/documents/HiPS/20170519/index.html
http://healpix.sourceforge.net/pdf/intro.pdf


UNIQ indexing scheme
• Recall from before that three pieces of information are required to specify a 

HEALPix tile: nside, ipix, and order.


• There is a third HEALPix indexing scheme called UNIQ. The UNIQ ordering 
assigns a single unique integer to every HEALPix tile at every resolution. If ipix 
is the pixel index in the NESTED ordering, then the unique pixel index uniq is


uniq = ipix + 4 nside 2.


The inverse is


nside = 2 floor(log₂(uniq/4)/2) 

ipix = uniq - 4 nside 2.



A&A 578, A114 (2015)

Fig. 3. Multi-order coverage (MOC) map of the SCUBA 850 µm data. The lower left panel shows an approximately 5◦ × 2.◦5 region of the
HiPS image of the SCUBA 850 um map. The MOC map of this region is shown in red, where we display the individual HEALPix pixels of
different orders that define the MOC. The lowest order (largest HEALPix pixel) in this MOC is k = 6 (corresponding to θ = 55.′0), and the range
of orders extends up to k = 15 as shown in the magnified section of the figure where the smallest (θ = 6.′′44) pixels define the resolution of
the MOC.

HEALPix pixels over all orders k <= 15. The resulting MOC dis-
played in Fig. 3 shows how the HEALPix pixels of different or-
ders fill out this complex and non-contiguous pattern of coverage
on the sky. Compacting the pixels allows the larger contiguous
areas to be efficiently filled with lower order pixels, while the
finer details of the shape are represented by the smaller pixels at
the chosen resolution.

4. HiPS for images, source catalogues,
and three-dimensional data cubes

The development of the HiPS scheme has been driven by the
need for scientifically robust hierarchical access to image survey
data. The most direct use of HiPS is thus the mapping of astro-
nomical images onto HiPS tiles. The HiPS scheme is however
not limited to images, rather it can be used for many kinds of
data. The concept that promotes the use of HiPS beyond its ap-
plication to images is that the HiPS tiles may be used as general
containers for any sort of information that is related to the sky
coverage of the tiles. The content of the tile container can then
vary according to different objectives. HiPS data structures have

so far been successfully generated for astronomical source cat-
alogues and multi-dimensional cube data, and the tile container
has also been found to be very useful for storing links to the
detailed metadata about the original progenitor data associated
with the tiles.

Here we describe the considerations to be taken into account
when generating HiPS for different types of data; images, cata-
logues, and three-dimensional data cubes.

4.1. Images

As described in Sect. 2, the HiPS representation of an image
survey is generally constructed by resampling the images onto a
HEALPix grid at the maximum desired order kmax, and then gen-
erating the tile images for each of the tile orders. The process for
resampling the pixel values from the original images depends
on the intended purpose, and involves all of the same issues as
generally encountered when mosaicking images. In general it is
necessary to consider the desired angular resolution and resam-
pling of the images, and also the choice of the methods to be
used for combining data in regions where images overlap, and
how to deal with variations in the background level.

A114, page 6 of 19

Multi-Order Coverage (MOC) maps

• Used by Virtual Observatory 
(e.g. Aladin and related tools) to 
store survey footprint shapes


• Stored as a list of UNIQ 
HEALPix indices in a FITS 
binary table

Boch+ 2014, Fernique+ 2015

http://ivoa.net/documents/MOC/
http://adsabs.harvard.edu/abs/2015A&A...578A.114F


Hierarchical Progressive Surveys (HiPS)
• Used by VO tools (e.g. Aladin) 

for storing all-sky imaging data; 
supporting deep zooming


• Consists of a multi-order 
coverage map (MOC) and a 
directory tree of data files 
containing HEALPix files or 
HEALPix file fragments


👍 Already well-supported by 
Aladin


👎 Complicated directory structure 
makes it hard to use for data 
analysis
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The figure above illustrates HiPS in the context of the overall IVOA 
Architecture.  

 

2 Usage examples 
The most common usage of HiPS is the visualisation of data from large 
astronomical surveys. HiPS allows one to browse “big data“: pan and zoom 
into each section of the survey data using HiPS clients that access the data 
over the internet. Only the portion of the data needed for the current user view 
is streamed from the server to the client. This remote visualisation technique 
enables the exploration of large data sets from a wide field of view where an 
entire survey is projected on the whole sky, to a detailed zoomed view at the 
finest spatial resolution of the images used for the survey. 
 

 
 
This visualisation technique is not limited to pixel surveys but may also be 
used for other data types: source catalogues, pixel cubes, etc. For example, 
the HiPS scheme can be used to describe a multiresolution view of a source 
catalogue where the selection of catalogue points is a representation of 
different parameters like brightness. This allows a different view of the 
catalogue at different zoom level. For example we could display fainter and 
fainter sources as one zooms into higher orders of the map. As such, HiPS 
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3 - HiPS architecture based on directories and files 

 
The number of HiPS orders depends on the original data parameters: the 
angular resolution for a pixel survey, the number of sources for a catalogue, 
etc. It also depends on the size of the HiPS tile (see next section). A HiPS 
may use a partial tree (where not all sphere HEALPix cells are described), 
notably for a survey that does not cover the whole sky, and it may be possibly 
not uniform (different depth for different branches) like for catalogue with 
different densities on the sphere. 

4.2 HiPS tile formats 
The content of the HiPS tiles depends on the nature of the original survey: 
pixel arrays for an image survey, catalogue source list for a catalogue survey, 
cube arrays for a cube survey, vector arrays for polarization data, properties 
for localized meta-data (progenitors), etc. This document describes only the 
format of the tiles dedicated to images, catalogues and cubes corresponding 
respectively to image HiPS, catalogue HiPS, and cube HiPS. 
 
A HiPS tile must contain the data (pixels, catalogue sources...) located in its 
associated HEALPix cell on the sky. This implies that the data must have a 
footprint on celestial sphere (described by a WCS solution for images or 
cubes, and described by spherical coordinates for catalogue sources). The tile 
format depends on the survey data type: FITS, JPEG, PNG for image or cube 
surveys; TSV for catalogues. These basic tile formats have been especially 
chosen in order to facilitate checking of the tile content with basic file tools 
and editors. 

Fernique+ 
2015, 2017
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Fig. 5. HiPS catalogue tiles – content and visualisation. The content of
a HiPS catalogue tile depends on how the source catalogue points are
chosen to be distributed over the different HiPS orders. The upper panel
shows three HiPS tiles of successive orders, with the lowest order tile
on the left and sibling tiles to the right. The filled circles in the tiles
represent catalogue sources that are “stored” in each tile, and the upper
set of tiles represents a sequential view of these orders. Lower panel:
the same three tiles but in this case we represent a cumulative view of
the HiPS catalogue, where zooming into higher order tiles shows the
sources in the tile plus the cumulative set of sources over all of the
lower orders.

catalogues. HiPS provides a means to organise a catalogue based
on the spatial distribution of the source catalogue points on the
sky. A HiPS catalogue made up of multiple tiles over a range
of tile orders (ktile) can provide different views of the catalogue
that change as a function of the angular resolution. The free-
dom to choose which subset of the catalogue to include at any
given order means that, in addition to the spatial organisation,
the catalogue may also be organised over the different orders
according to a hierarchy that can be based on any quantitative
property of the catalogue, such as the source brightness, or field
density, source redshift, or distance. The association of subsets
of catalogue sources with HiPS tiles over a range of orders en-
ables a progressive view of the catalogue so that the selection of
sources that are displayed can change as a function of the zoom
level. For example, a HiPS catalogue organised by source bright-
ness can be presented so that the widest full sky view shows only
the brightest sources, with fainter sources progressively appear-
ing in the display as one zooms into smaller and smaller regions
(Fig. 5).

In practice a HiPS catalogue is organised in the same way as
a HiPS image survey, making use of the HiPS tiles to organise
the spatial sky coverage of the catalogue so that the astronomical
source positions in the catalogue are associated with the corre-
sponding HiPS tiles. Whereas each tile of a HiPS image survey
contains a 512×512 image, each tile of a HiPS catalogue con-
tains a list of catalogue sources (with at least the RA and decli-
nation coordinates of the sources) in the form of catalogue rows
that have been extracted from the full original catalogue. In the
present implementation of HiPS catalogues the tiles are stored as
ASCII tab separated value (TSV) files, and these tiles are organ-
ised into the file system directory structure of HiPS tile orders.
The metadata about the columns of the catalogue are stored in a
VOTable (Ochsenbein et al. 2011) document alongside the low-
est order tile files.

The construction of the catalogue tiles involves extracting
rows from the original catalogue into the HiPS tiles over a

defined range of orders. The main considerations when con-
structing the catalogue tiles are to decide on the approximate
number of sources per tile, and the definition of the sorting
key. The sorting key determines the distribution of the cata-
logue sources over the HiPS tiles as a function of the HiPS or-
der, and the sorting key can be defined by any quantitative
property.

Given the sorting key, catalogue tiles can be constructed by
successively filling the tiles with sorted order sources up to an
approximate limit for each tile, and then recursively moving to
the next order to fill the four sub-tiles. Practical tests show that
catalogue source densities of up to ∼500 sources per tile allow
for manageable zooming, but the tile source limit need not be
constant, and in some cases it has been found to be useful to
allow logarithmic or other non-linear increases in the number of
sources per tile as a function of the order. We note that HEALPix
aliasing patterns can occur when the original catalogue has het-
erogeneous distribution, and that this can be minimised by mod-
ifying the number of sources in the tiles based on the catalogue
source density on wider scales.

Filling the tiles in this manner means that each catalogue
source is only included once in the HiPS catalogue. Visualising
a HiPS catalogue by scanning through the orders provides a pro-
gressive view of the catalogue, and this can be controlled in a
number of ways. For example, a sequential view of the tiles of
different orders would show only the sources in each order. More
commonly, a cumulative view shows all of the sources in the area
of the tile up to a given order. This is illustrated symbolically in
Fig. 5 where the top panel represents a sequential view of three
successive orders of a HiPS catalogue, showing the catalogue
sources that are stored in each order. The lower panel shows a
cumulative view of the same HiPS catalogue, where zooming
into successive higher orders shows all of the sources in the area
of the tile up to the current order. Note that construction of a
cumulative view requires combining all of the sources from the
current tile and all of its parent tiles.

The 2MASS all-sky catalogue of point sources (Cutri et al.
2003a) contains ∼470 million sources with measurements in
the J, H, and Ks bands. A HiPS representation of this catalogue
has been generated by mapping the positions of the sources onto
HiPS tiles up to a maximum order of ktile = 11, which corre-
sponds to a tile size of 1.′72. The sorting key for this HiPS cat-
alogue is based on the infrared brightness of the sources where
we have combined the fluxes in the J, H, and Ks bands.

The largest HiPS catalogue that has so far been constructed
is that of the Gaia universe model snapshot (Robin et al. 2012a).
This is based on GUMS-10 simulation of the expected content
of the catalogue that will be generated from the ESA Gaia astro-
metric mission (Perryman et al. 2001). Gaia is expected to create
a catalogue of ∼109 stars with astrometric accuracies of 5–15 µas
(for G band magnitudes <12) and 5–600 µas for the full cata-
logue. The ∼2 × 109 simulated Galactic objects in GUMS-10
catalogue of “milky way stars” are based on the Besançon model
(Robin et al. 2003), which provides the distribution of the stars,
their intrinsic parameters, and their motions. The HiPS of this
catalogue uses the simulated sky coordinates and the sources are
distributed over HiPS orders up to ktile = 11. The sorting key
is chosen to be the simulated barycentric distance (in parsecs)
that is provided in the catalogue, a quantity that the mission is
expected to derive from accurate parallax measurements.

Another example is the HiPS catalogue that has been
constructed from the CDS SIMBAD18 astronomical database

18 http://simbad.unistra.fr
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http://adsabs.harvard.edu/abs/2015A&A...578A.114F
http://adsabs.harvard.edu/abs/2015A&A...578A.114F
http://www.ivoa.net/documents/HiPS/


Where we landed: multi-resolution HEALPix image 
in FITS format
• A table of explicit UNIQ pixel indices, but with extra floating point columns for image data. 

In our case, the columns are:


• UNIQ pixel index


• PROBDENSITY probability density per steradian


• DISTMU distance location parameter


• DISTSIGMA distance scale parameter


• DISTNORM distance normalization parameter


• This is a subset of the standard HEALPix-in-FITS format (https://healpix.sourceforge.io/
data/examples/healpix_fits_specs.pdf) and a superset of the MOC-in-FITS format.

https://healpix.sourceforge.io/data/examples/healpix_fits_specs.pdf
https://healpix.sourceforge.io/data/examples/healpix_fits_specs.pdf


FITS header — HEALPix image

TFIELDS =                    2 / number of table fields
TTYPE1  = 'PROB    '
TFORM1  = 'D       '
TUNIT1  = 'pix-1   '
PIXTYPE = 'HEALPIX '           / HEALPix magic code
ORDERING= 'NESTED  '           / NESTED coding method
COORDSYS= 'C       '           / ICRS reference frame
NSIDE   =                 2048 / Resolution parameter of HEALPIX
INDXSCHM= 'IMPLICIT'           / Indexing: IMPLICIT or EXPLICIT

This is a minimal FITS header for a LIGO/Virgo sky map in the legacy fixed-
resolution image format.



FITS header — HEALPix image

TFIELDS =                    1 / number of table fields
TFORM1  = 'K       '
TTYPE1  = 'UNIQ    '
PIXTYPE = 'HEALPIX '           / HEALPix magic code
ORDERING= 'NUNIQ   '           / NUNIQ coding method
COORDSYS= 'C       '           / ICRS reference frame
MOCORDER=                   11 / MOC resolution (best order)

This is a minimal FITS header for a multi-order coverage map according to 
the IVOA document.



FITS header — multires image

TFIELDS =                    2 / number of table fields
TTYPE1  = 'UNIQ    '
TFORM1  = 'K       '
TTYPE2  = 'PROBDENSITY'
TFORM2  = 'D       '
TUNIT2  = 'sr-1    '
PIXTYPE = 'HEALPIX '           / HEALPix magic code
ORDERING= 'NUNIQ   '           / NUNIQ coding method
COORDSYS= 'C       '           / ICRS reference frame
INDXSCHM= 'EXPLICIT'           / Indexing: IMPLICIT or EXPLICIT

This is a minimal FITS header for a LIGO/Virgo sky map in the adopted multi-
resolution image format.



Combining multiple probability sky maps
in multi-resolution HEALPix format

× =

× =



Combining multiple probability sky maps
in multi-resolution HEALPix format, with linear interpolation

× =

× =



Combining multiple probability sky maps
on MOC-style grids

× =

× =



Combining multiple probability sky maps
on MOC-style grids

× =

× =



Conclusions

• LIGO/Virgo/KAGRA employs HEALPix (since 2014) multi-resolution (since 2018) 
images to communicate probability sky maps.


• The format is a subset of the HEALPix-in-FITS standard and a superset of 
the MOC-in-FITS standard.


• There is still a need for better tooling for muiltiresolution HEALPix image 
analysis. MOC (region) tools are wonderful but don’t work well for image 
arithmetic.


• Conventional MOC sampling is opposite of the desired sampling for probability 
maps: one needs high resolution pixels in high probability (interior) locations, 
not high resolution on the boundaries of level sets 


