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Uncertainties

“Lack of knowledge about the truth”

Aleatoric   :

● Due to the random nature of getting data (noise in measurements]

● Cannot be reduced by better understanding 

Epistemic : 

● Ignorance about he model that generated the data

● We can improve our knowledge by more experiments 
(e.g. different network architecture)

● Bayesian deep  learning 



  

Bayesian Deep Learning  
coming  to astronomy



  

Standard deep network classification



  

Bayesian Deep Classification



  

Eric J. Ma on Youtube

https://www.youtube.com/watch?v=s0S6HFdPtlA



  

Eric J. Ma on Youtube



  

Bayesian Deep Learning 

On ACM : Gal16.pdf

Google: NIPS_2015_deep_learning_uncertainty.pdf



  

Different picture of  softmax

 gal16.pdf

NIPS_2015_deep_learning_uncertainty.pdf



  

Predictive probability
IS NOT 

predictive uncertainty 

Standard deep learning tools for regression and classification do not capture model 
uncertainty.

In classification,  predictive probabilities obtained at the end of the pipeline (the 
softmax output) are often erroneously interpreted as model confidence. 

A model can be uncertain in its predictions even with a high softmax output (fig. 1). 

Passing a point estimate of a function (solid line 1a) through a softmax (solid line 1b) 
results in extrapolations with unjustified high confidence for points far from the 
training data. x  for example would be classified as class 1 with probability 1.∗



  

MC Dropout method

Brian Nord 
SCMA VII 2021



  

● Prediction of QSO redshift  - emission line patternPrediction of QSO redshift  - emission line pattern

● Formulation as regression or classificationFormulation as regression or classification

● Classification in bins – interval width 0.01Classification in bins – interval width 0.01

  Inspired by Stivaktakis R. et al. (Convolutional Neural Networks for Spectroscopic Redshift Inspired by Stivaktakis R. et al. (Convolutional Neural Networks for Spectroscopic Redshift 
Estimation on Euclid Data. In IEEE Transactions on Big Data, vol. 6, no. 3, 2020.) Estimation on Euclid Data. In IEEE Transactions on Big Data, vol. 6, no. 3, 2020.) 

● Preparation of spectra – continuum normalisationPreparation of spectra – continuum normalisation

● Cut and regridding to the same grid Cut and regridding to the same grid 

● Rescaling to unit variance zero meanRescaling to unit variance zero mean

Spectroscopic redshift experiment



  

Spectroscopic redshift experiment



  

Spectroscopic redshift experiment



  

Predictive entropy 



  

Thresholding 



  

Wrong SDDS pipeline – high z QSO



  

Hints for human decision

20 runs        7 times  z=2.7        three times   z=0.08   other 10 only once each



  

Highest entropy – wrong 



  

BNN corrects the SDSS pipeline



  

QSOs missing due 
to SDSS pipeline error



  

Bayesian deep network errors



  

● Bayesian deep learning is a relatively new method, it has Bayesian deep learning is a relatively new method, it has 
just entered the astronomy as well just entered the astronomy as well 

● Bayesian deep learning is a good way to get uncertainty Bayesian deep learning is a good way to get uncertainty 

● Predictive entropy may identify wrong predictions or Predictive entropy may identify wrong predictions or 
strange cases  - hand it to expert for verificationstrange cases  - hand it to expert for verification

● There is no simple threshold to decide !There is no simple threshold to decide !

● Can augment the decision of other pipelines  (e.g. template Can augment the decision of other pipelines  (e.g. template 
based)based)

● Combination with Active learning -  promissing futureCombination with Active learning -  promissing future

Conclusions




