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Next generation computing roadmap

Most of us rely on numerical codes fo perform calculations.

NGC 4414, a Typical spiral galaxy in the

Cosmological simulation of galaxy Simulated disk galaxy in cosmological

formation using GADGET code environment af present epoch constellation of Coma Berenice, is about
(Springel 2005), (6o2+2015) 0 million light—years away from Earth
(Credit HsT),

> HPC numerical simulafions are one ot the more effective instfrument to
compare observafions with theoretical models;

- the new generafion of observational facilities also implies high
pertormance data reduction and analysis tools,
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Why Exa—scale?

* Crucial problems that we can only hope to address
computationally  require us to deliver effective
computing power orders—ot—magnitude greater than

we can deploy foday “. .
DOE’s Otfice of Science, 2012

‘EXA—scale” is the necessary upscale step that
HPC needs fo achieve in the next years,

11 is defined as the frontier ot a sustained
pertormance around 10% flop/s

There are deep consequences in the way we
design, write, and optimize scientific codes.
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ExaNeST European project

The Horizonzo020 ExaNeSt project aims to demonstrate the
feasibilitfy of a European fechnology based ExaScale HPC sysfem,

wWho we are: the ExaNeSt consorfium combines s T~ e

industrial and academic research experfise, E:mh'j? ol = e

How we do it: following a co—design approach, S g Applnn,

- applications drive the HW development and test if; || croem_ [@suw —l

- applications are re—designed To develop new ™| nterconneass
HPC SW able fo exploif exascale Hw, £'ET" rechnoogy

Xilinx Zynq Ultrascale+
(4x)

ExaNeStT compute unit:

« 4 Xilinx Zyng Ultrascale+ FPGAS;
« 4 ARMvg cores @1,56Hz per FPAA;
- 1% GB of DDR4 memory per FPGA;
« one NVM SSD storage device.

DDR4

(4x16Gbyte)
Connector for high speed M.2 SSD y

lanes (10x16Gbit/s)  (1X)

The ExaNeSt compute Quad—FPGA daughter—board.
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Heterogeneous hardware

Node level heterogeneous architfectures compared to
fraditional CPUs offer high peak performance,
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Embedded & mobile hardware

Sustem—on—Chip (SoC) heterogeneous hardware compared fo
traditional hardware is more energy and cost efficient.
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SoC are in confrast to The
moTherboard—based PC architecture:

SoC infegrates CPU/GPU/memory
inferfaces info a single chip;

SoC has reduced modularify and
replaceability of components;

energy—etficiency is the main concern;
ARM is the de facto SoC technology.

ODROID-XU4 Tinker Board

e L ?’

Rasberry Pi 3

Photo from ChipWorks
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INCAS (IN’(evxswe clustered Arm—soC)

Cluster components,

est
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Nodes available
SoC
CcPU

GaPY

Ram memory

Network
Power
oS
Compiler
MP1I
OpenCL
Tob scheduler

g
Rockchip — RK3349
Six—Core ARM b4—bit

(Dual—Core Cortex—A12 and
Quad—Core Cortex—As53)

ARM Mali—Tsss MP4
Quad—Core

468 dual—channel DDR3

(per node)

1000 Mbps Ethernet
DC12V - 2A (per node)
Ubuntu 16,04 LTS
gcc version 1,3,0
OpenMP1 version 3.0.1
OpenCL version 2.2

SLURM version 17,1
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The INAF astrophysical codes in ExaNeSt

Hy—Nbodly:
direct N=Body code 1o simulate
cluster dynamics and close encounters,

PINOCCHIO (r. Monaco, T. Theuns & G. Taffoni, 2002)!
a fast code, based on Lagrangian
perfurbation theory, To generafe
catalogues of cosmological dark mafter
halos and Their merger history.

GADGAGET (v. springel 2005):

is an N—body and hydrodynamical code
for large—scale, high—resolution wnumerical
simulations of cosmic structure formation
and evolution,
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Hy-Nbody: direct N—body code

Hy-Nbody (hybrid N-body) is a direct N—body code suifable for
studuing the duynamical evolution of stellar systems.

Features: Predictor
« based on HiGPUs (r. Capuzzo-Doloetta, M. Spera, D. Punzo 2013); 0(N)
- Hermite ™ order time integration scheme;
. exploifable devices: CPU/GPU/FPGA;
. parallelization schema:
« host code : MPI + OpenMP; Cog,(i?;oy
. device code: OpenCL., tr, vl

vectorization increase the number of ops
exploitation of local memory enable memory burst mode
extended—precision (EX) arithmetic frade—off befween accuracy and resource usage
host—device communication vs memory—mapping e.q. discrefe vs embedded GPUs
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Hy-Nbody: resulfs on ARM SoC (meas)

- Optimization sfrafegies tor high—end 6GPGPU computing lead To
worse performance on embedded GPUs;
- embedded 6PUs appear fo be

Increases.,

ARM Mali-T864 GPU optimizations

=== DOUBLE PRECISION
= EX PRECISION
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Particles

Speed GPGPU kernel / embedded GPU kernel

Nest

Speed Cortex-A72x2 / Mali-T864

aftractive from a performance
perspective as soon as their double—precision compule capability
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ARM Cortex A72x2 CPU vs ARM Mali-T864 GPU

=== DOUBLE PRECISION
= EX PRECISION

’be I‘b *’ol ’L Ilbz fbb

Particles
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Re—engineering of PINOCCHIO code

Pinocchio is being used in EUCLID EV project to
produce a large sample of realizations of fhe Universe,

old version of PINOCCHIO:

« use of FFT(W) with 1D spatial
decomposition:
- N caleulating fask at mosf;
- memory limitation when N=10%;

« inifial power spectrum is enfirely
N replicated among MPI fasks and not
distributed,

New version of PINOCCHIO:
« use of FFT(W) with 2D=3D spafial
New plane of decomposition;
f@ random numbers * ve—designed algorithm fo generafe
power—spectrum;
- it has the same properties and

e ey y \ E symmeTries;
| ] \ - each MPI fask has only ifs
% ﬂ ortion of the pseudo—random

|&v%| = _|T|_F Reld.
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GADGET and exa-s

global fime—step

LR R )

PHYSICS

DOMAIN
Decomp.

e o EXECUITION 4 o

cale

Extremely complex code:
- many physical processes and diverse algorithms;
P V|Q|d PVOC@dHYa\ deSing (MPI tasks handle global operation blocks) e

Jumping to exa—scale codes requires:
- Yake into account NUMA—hierarchy;

longoingl working

on kernels for:

- tree walk;

. neighbors finding;

- domain decomposition,

- ve—design algorithm in task—based,
data=driven perspective,
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- David 6oz
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GADGET application requirements

Language/ProgModel

Use-case platform

No of Nodes

Kernel

Storage footprint

Memory footprint

Time to solution

Throughput

est

IVOA

C + MPI/OMP
NA Linux Cluster, Intel Xeon Linux Cluster, Intel Xeon
E5v3 processors, E5v3 processors,
InfiniBand, 250 GB per InfiniBand, 250 GB per
node, 6.25 GB per core node, 6.25 GB per core
NA 160 240
Tree+tmultipole expansion NA NA
methods, SPH
~100-150 Bytes per ~ 70 GB ~ 200 GB
particle per snapshot; for
production cases ~100
snapshots. Storage 1-15 TB
Depending on the physics ~ 50-60 GB ~ 150-160 GB
implemented and the number
of cores used, from 0.004
to 0.01 MB per particle
NA ~ 7 x 10° sec ~ 50 x 10° sec
Estimated using ~ 10 PFlop ~ 70-100 PFlop
Performance Counter
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Outputs

- Simulation outputs:
i, ~ 100 snapshots with “33 blocks (GADGET format);
i, additional informations (e.g. SFR, metals, BHs, ..);
i, outputs from Friend—of—triends (Fot) algorithm,

- PostProcessing oulputs:
i, merger frees (dark malter and galaxies);
i, qalaxy properties (global and profiles) exfracted with
suifable postprocessing codes;
i, intracluster wmedium properties computed and stored
locally for all physics schemes included in hydro simulafions,
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Outpuls, postprocessing,

- Ofher fufure outputs fo add:
i, Infrared maps of dust in qgalaxies - e.q. GRASIL3D
code (R, Dominguez—Tenreiro et al, 2013);
i, ray—tracer sottware fool that supports the effective
visualization of cosmological simulations data - e.q.
Splotch code (Dolag ef al. 200¢);

H‘O o 00

est 15
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Potential users

Researchers already using the same simulations:
i, quick comparison of simulated dafa;

i, new models/algorithms validation;

i, learning developed VO services,

Wider numerical community:

i, comparison with their sef of simulations/models,

Observational astronomers:

i, comparison with observational dafa;
i, postprocessed data free to be downloaded.

Students:

i, projects for bachelor students to familiarize with database;
i, development of new VO tools,
Outreach:

i, VO services To be used for visualizing data (also on the fly) and to
search through different simulations/models,
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Conclusions

- The usage of heterogeneous computing in scientific research
(not only HPC) appears To be inevifable;

- we will be forced to re—engineer our applications (not only
for HPC) in order 1o exploif new exascale computing
facilities;

- A quaranfee for a deep scienfific impact means:
i, results have 1o be shared with the wider scienfific community and
with any ‘potential user”;

i, provide not just an archive of vaw dafa, but:
1) all information because simulations are not *black boxes”;
2) defailed information of the database confent;
3) pre—processed data (e.g. merger trees, dafa of inferesting simulated regions,..);
4) interactive fools for quick analysis and a flexible visualization,

iii, continuous collaboratfion,

17
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