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The Five-hundred-meter Aperture Spherical  radio Telescope (FAST) 

Construction completed in Sep. 25, 2016  

Firstly proposed by Prof. Rendong Nan in year 1994  

 In commissioning stage 

Located in Guizhou Province, China 



Commensal Radio Astronomy FAST Survey 

CRAFTS Project  with 19 beams  

■ ～1 0 0 0  P u l s a r s   

■ > 1 0  b i l l i o n  v o x e l  H I  m a p  

■ > 5 0  F R B s  

■  H I  g a l a x i e s … …  

• 1.6 GB/s 

• 5.8 TB/h 

• 144 TB/day 

• 10-20 PB/ year 

Up to now, ~ one hundred pulsars were found 



The slave number Master 

< 5 4C8G 

<20 4C16G 

<100 8C32G 

<200 16C64G 

MORE Multi-master、SSD… 

The resource requirements for master in low load 

Registry 
Users 

 Single master 

 Calico used as network layer 

 metric-server, arena to monitor CPU, GPU, Memeory… 

 A registry to manage images 

 Label every node as nodeSelector 

 Allocate resource for users through RBAC 

Data Process Platform 
Kubernetes is an  engine for automating deployment, scaling, and management of containerized applications. 
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Registry 
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Data Process Platform 
An  engine for automating deployment, scaling, and management of containerized applications. 

Dockerfile Yaml 



The challenges  from pulsar search 

DM/PERIOD 
Search 

Selection 
Method 

2PB/Month Three million candidates/month 

large amount of  

calculation 

GPU de-dispersion 

Manual/AI 

Data Process Platform 

Horizontal  

Pod Autoscaler 

RC/Deployment 

 

 
Scale 

Metric API 

Pod 1 Pod 2 

min=2 

Pod n 
new pods 

…… 

Deployment-compute    

Resource Monitoring 

Pod  

Redis 

Deployment 

Service-message 

Pod  

Scan 

Deployment 

Service-scan 

Message Queue    Scan new files 

Data Synchronization 

Message Queue--Elastic Computing  Model 



National Astronomical Data Center (NADC) 
Its predecessor is the astronomical data center supported by China-VO and other observatories  

       Aims to provide full life cycle scientific data service and technology support for astronomy application, 

makes a  distribution astronomical service system, but also is a challenge. 



Data Management Plan 

Light Disk Library or Tape Library 

Up to now, it has produce more than 15PB, and it will newly increase ~10PB every year  

 Hard disk 

Hot Data 
Storage 

Cold Data 
Storage 

Observation  
Data 

Data is not used for two consecutive years 

Keep one years for PI  Open to all the users 
one year later 



Data Management Plan 

We are designing and developing the FAST Web Portal, and IVOA standard will be adopted. It aims to provide a 

full life cycle scientific service. 

FAST  
Web Portal 

User Register 

Parameter 
submit for 

observation 

Content 
Management 

System 

Apply for High 
Performance Cluster 

User 
Management 

Email System 

Apply for Local 
Observation 

Backstage 
Management 

System 

Data Access 
Protocol 

Data Release 

Data  
Retrieval 

News & Help 

Part of function modules for the web portal 



Thanks for your attention! 


