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CANFAR Science Platform Overview
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A General Purpose Astronomy Platform

● New Features and Software Containers benefit most projects and users
● Self-serve model  (Users manage their groups, containers, data)

Runs on Kubernetes on Compute Canada Digital Research Alliance Canada (DRAC) infrastructure

● Research Computing Group at University of Victoria (Jeff Albert, Ryan Taylor, Ryan Enge)

Rapid Growth

● February: 120 Users, 20 Projects
● Today: 250 Users, 50 Projects
● Scale by adding nodes

○ ~1200 CPU cores, 1xA100 GPU, 8xV100 GPU.
○ ~1.3Pb (2 VOSpaces: Object Store and File System)



Original Architecture 
Proposal (2020)

Closely resembles 
today's architecture.
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Key Components

● Platform API
○ "skaha"
○ launches containers (eg jupyter)
○ routes to containers

● Image Registry
○ technology: harbor

● POSIX Mounted VOSpace
○ "cavern"

● Group Membership Service
● User-managed tables (YouCat)
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Simple Platform Use: 
Select and Run your 
Container

● Jupyter Notebooks
● CARTA
● Desktop
● Pluto Notebooks

Exploratory types:
● headless
● contributed

○ standard port
○ self aware of access 

URL

5



Jupyter Notebooks

● All containers run "as 
the user"

● All containers mount 
cavern VOSpace
○ /home
○ /projects

● Users' POSIX groups 
same as membership 
in GMS

● Permissions enforced 
on the file system via 
ACLs
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CARTA

● Now running version 3.0
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Desktop Session

Desktop a shell for 
displaying non-browser 
container apps.

Apps launched from within 
but run elsewhere in the 
cloud.

● all CASA versions
● TOPCAT
● CADC python tools
● Any container a user 

publishes!

Menu dynamically built 
from image registry
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Advanced Platform Use
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● Projects have a software expert to build and maintain their containers

> docker build -t images.canfar.net/JWST/canucs:1.1 -f Dockerfile .
> docker login images.canfar.net
> docker push images.canfar.net/jwst/canucs:1.1

● Image then labelled with its "type"  (notebook, carta, desktop-app, etc…)
● Project marked public or group-access only
● Becomes available on portal (or desktop) to those authorized



Image Registry

Users can contribute 
container software 
(images)

https://goharbor.io

Platform launches images 
in the registry.  Protect with 
groups.

Login with OpenID Connect 
(CADC IDP)
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Efficient Resource Use in Kubernetes
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Problem: 
● Users select resource requirements on launch of interactive sessions.
● Resources (CPU, RAM) are reserved for lifetime of session (14 days).
● Often sit idle when user is done.

Ideally…
● Make resource specifications optional for users
● Dynamically modify session allocation reservations up and down based on actual use.

For now:
● Reduce expiry time on sessions so resources are freed earlier
● But, give users a "keep me alive" button that can be used indefinitely

In general:
● Want to hide technical details from users.



SKA SRCNet and Rubin IDAC Integration
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Platform group currently a small team
● Need to be smart about planning work
● Aligned development
● Self-serve model and General purpose astronomy features help

Anticipate being an SKA Partner, would lead to a Canadian Science Regional Centre (SRC).

Agreement for Rubin IDAC-lite, and possibly full IDAC (Independent Data Access Centre).

Integration into CADC & CANFAR
● Want to maintain principles of IVOA, Multi-wavelength, common tools.
● A&A, Storage, and Platforms 
● At what levels should integration occur?

Challenges ahead.  Encourage working and learning together.



CADC and National Infrastructure 
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A fruitful arrangement…

Digital Research Alliance Canada (DRAC):

● Provide customized kubernetes 
● Security locked down (eg no running containers as root)
● Can tear-down and rebuild in minutes
● Hoping to use this for platforms in other disciplines

CADC / CANFAR:

● Build Applications and Services on top
● Also can be rebuilt quickly
● Allows more focus on astronomy related work
● Perhaps handoff image registry and container launcher later

 



Roadmap - Experimental Github "Project"
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Notes and Discussion
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● Batch is difficult.  Three types (from Rubin):
○ Parallel notebook servers (python + jupyter container)
○ Parallel notebooks (python)
○ Traditional batch (any container)

● YouCat and large catalogs
○ requires that clients authenticate

● Mount archival/caom2 data on containers?

● Multi-cloud and bursting
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