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● HEASARC VO data services:  

○ Catalogs 

○ Images 

○ Spectra 

● NAVO/HEASARC Infrastructure Services:  

○ Registry

○ Validation 

○ Monitoring

HEASARC
NASA’s High Energy Astrophysics Science Archive Research Center
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Data Services:  catalogs
● Over 1000 catalogs served via Simple 

Cone Search and Table Access 

Protocol.

○ Mission data in 23 “master” observation 

catalogs (pre-ObsCore, in progress). 

■ Data products provided as DataLinks 

○ Others are mission or community 

products.

○ Same backend database (Postgres) and 

code (java) for all.

○ TAP service supports uploaded user tables 

● Note:  

○ interested in PyVO for our science 

platform (SciServer) users to browse data 

from their Jupyter notebooks. 
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Data Services:  images

● 96 Simple Image Access services

○ Most generated by SkyView service (separate server and java code 

base) from full(ish)-sky surveys

■ Some SkyView surveys are in turn fetched via SIA from 

elsewhere.

■ Surveys composed of FITS images, HEALPix maps, or HiPS 

format.

■ Cutouts done on the fly as requested.

■ Highly processed, e.g., Swift XRT image of Cas A (from 

thousands of observations) in top image

○ The rest fetched from mission archives based on mission master tables

■ Registered as auxiliary services based on the master table’s cone 

service.

■ Individual observations, not all of which are science-ready (see 

lower image, a single observation of Cas A by Swift XRT)
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Data Services:  spectra
● 6 Simple Spectral Access services

○ Fetched from mission archives  based on 

mission master tables

■ Registered as auxiliary services 

based on the master table’s cone 

service. 

○ DataLinks used to provide ancillary files 

necessary for x-ray spectral analysis.

■ background spectrum

■ energy response matrix

■ associated data products….

○ SIA+DataLinks service is currently used 

in a new mission-specific spectral 

analysis web application.  
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Infrastructure Services: https://heasarc.gsfc.nasa.gov/navo/summary/ (click on Developers)

● Funded through NASA Astronomical Virtual Observatories (NAVO)

○ collaboration among HEASARC, IRSA, NED, and MAST. 

● Publishing Registry

○ 3rd party OAI software.

○ Records auto-generated and published weekly.

○ Transient and including deleted records (recently).

● Monitoring of VO services’ uptime

○ worldwide, subset of each site’s services, spanning DAL types 

○ hourly

○ opt-in for notification

● Validation of VO services’ results 

○ worldwide, everything

○ automatic, roughly monthly

○ also available as a web tool, i.e., put in your URL and request immediate validation

● Performance monitoring for NAVO services 

○ open source infrastructure
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Infrastructure Services:  monitoring VO services worldwide

● Current status 

summary

● Organized by site

● Can specify a date 

range to compile 

stats
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Infrastructure Services:  monitoring details, re-run buttons, etc.

● Details for a given site

● This can take a noticeable 

time to open.

● Top panel shows most 

recent results 

● Lower panel shows 

history.
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Infrastructure Services:  averaging uptime history by year

● Percent uptime 

by site

● Average over 

each year
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Infrastructure Services:  validation

● Validation tools

○ Statistics updated daily

○ Rotating subset of 1000 services tested per day, each 

service hit roughly monthly.

○ Tools for browsing, re-testing, viewing errors, etc.

● We use: 

○ VO Paris to validate SSA and SIAP V2 service

○ the NCSA validators to validate Cone and SIAP 

services.

○ UK Bristol’s taplint to validate TAP services

○ OVAL, a 3rd party validator, to validate Registry 

services.

● Home page shows 

○ the pass rate for the VO as a whole

○ a search box so that users can get the current validation 

status of individual services at their site. 

○ buttons to see the validation results by ‘center’ or by 

‘type’

○  a button is provided to validate the service in real-time
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Infrastructure Services:  validation results by center
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Infrastructure Services:  validation history

Database 

transition 

issue
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Infrastructure Services:  performance monitoring for NAVO

● Can see effects such as service overloading (IPAC in July) followed by server 

configuration change to fix it.

● Has proved useful for NAVO.  

● Currently including one CDS service and one CXC service as well.

● (Tools by IRSA and MAST, deployed on AWS, web page hosted at HEASARC.)
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Resources

● HEASARC:  

○ https://heasarc.gsfc.nasa.gov

○ Portal (VO under the hood):  https://heasarc.gsfc.nasa.gov/xamin/ 

○ Science platform:  https://heasarc.gsfc.nasa.gov/docs/sciserver/ and https://sciserver.org 

● NAVO:  

○ https://heasarc.gsfc.nasa.gov/navo/summary/navo_intro.html 

○ Monitoring and Validation information under Developers 

○ Performance monitoring results:  https://heasarc.gsfc.nasa.gov/vo/perfmon/weekly.html (slow to load)

■ GitHub repo:  https://github.com/NASA-NAVO/servicemon 
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