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Introduction

• CDS historically developed its own large catalogues format,
indices, and query codes. Today:

• HEALPix sorted and indexed file format
• QATSS query code, including query by HPX/MOC

• HATS structure is HEALPix based
• What about on-the-fly HATS view on CDS large cat. files?

• independent implementation
• provide feedbacks, collaboration with HATS team

• benefit from HATS tools, avoiding a copy of our data?
• easy way to create regular HATS from our data if needed?
• proof-of-concept

• assess performances
• assess tools interoperability
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ATSS and QATSS
• ATSS: Astronomical Table Serialisation System

• see Adass 2023 P909 poster
• abstractions to access/serialize/deserialize tabular data
• inspired by serde.rs + schema (≈ TOPCAT StarTable)

Figure 1: QATSS: Query tool for ATSS
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https://adass2023.lpl.arizona.edu/events/poster-p909
https://serde.rs/


QATSS

• 3 tools sharing the same code and args structures
• qat2s: CLI to query local files (local)
• qat2s.cgi: CGI for remote queries (server side)
• qat2s_cli: CLI to query qat2s.cgi (client side)

• uses reqwest to handle HTTP queries
• Both clap and serde decorate same arg structs

• clap to transforms command lines into structs
• serde for generic serialisation/deserialisation
• serde_qs to create/parse GET query strings from/to structs
• serde_json to encode/decode POST JSON from/to structs
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https://docs.rs/reqwest/latest/reqwest/
https://docs.rs/clap/latest/clap/_derive/_tutorial/index.html
https://serde.rs/
https://docs.rs/clap/latest/clap/_derive/_tutorial/index.html
https://serde.rs/
https://docs.rs/serde_qs/latest/serde_qs/
https://docs.rs/serde_json/latest/serde_json/


QATSS
• Example of command line to HTTP query

# Get rows 10 to 15 of Gaia DR3 in VOTable
> qat2s_cli --print-url -f vot -s 'DR3Name,/.*_ICRS/' \

gaia_dr3 rows range 10 5

BASE_URL/qat2s.cgi?file=gaia_dr3
&output=VOTableTableData
&columns[cols][0]=DR3Name
&columns[cols][1]=%2F.*_ICRS%2F
&mode[Rows][Range][from]=10
&mode[Rows][Range][n]=5

(Not advertised, but easy way to download a full catalogue by
regular chunks; similar to ORDER BY oid + OFFSET + LIMIT in
DBMS)
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HATS
• Catalogues as Parquet datasets, i.e. column oriented

• optimal for compression (storage $): depends on algo
• ideal for full sky analysis involving a few columns

• Dataset based on an HEALPix adaptative grid (~MOM)
• HEALPIx very common (interoperability)
• balanced (not well balanced: sizes ratio x4, possibly x10)

Figure 2: From the IVOA note in prep. by N. Caplar et al.
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HATS

LSDB (Large Survey DataBase) Gaia DR3 HATS product pages
examples (simple Apache directories).
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HATS from QATSS
To create on-the-fly HATS views, we need:

• 1 - to compute the HATS directory structure
• 2 - to mimick apache directories web pages
• 3 - to transform Parquet file URLs into queries
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HATS from QATSS
• 1 - to compute the HATS directory structure

• one input parameter: the max number of rows per file
• RCF files are HEALPix indexed (and physically sorted)

• HEALPix implicit cumulative count maps
• order 0 to 11 available
• ⇒ recursive top-down approach on memory mapped blocks

let n_srcs = get_index(order).get_cell(ipix).n;
if order == order_max || n_srcs < n_rows_max {

res.push((order, ipix, n_srcs));
} else {

split(order + 1, (ipix << 2) | 0, res);
split(order + 1, (ipix << 2) | 1, res);
split(order + 1, (ipix << 2) | 2, res);
split(order + 1, (ipix << 2) | 3, res);

}
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HATS from QATSS
• 2 - to mimick apache directories web pages

• Single exec (Rust): both a CLI and a CGI
• no framework needed

• Apache rewrite rules

RewriteRule ˆ/hats:n=(.*)/(.*)/dataset/
/cgi-bin/rcf2mrc.cgi?n=$1&action[dataset][tabname]=$2
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HATS from QATSS

• Example: build the partition_info.csv file
• recursive top-down creation of the HATS structure

• (4x faster than down-top approach here)
• includes checking a list of authorised names

> time ./rcf2mrc.cgi -n 1000000 partition gaia_dr3 | wc -l
Url args: "n=1000000&action[partition][tabname]=gaia_dr3"
3937

real 0m0,066s
user 0m0,053s
sys 0m0,021s
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HATS from QATSS
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HATS from QATSS
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HATS from QATSS

• 3 - to transform Parquet file URLs into queries

RewriteRule ˆ/hats:n=(.*)/(.*)/dataset/Norder=(.*)/Dir=.*
/Npix=(.*).parquet

/cgi-bin/qat2s.cgi?file=$2
&columns[cols][0]=

hpx(29,DEFAULT,DEFAULT)+as+i64+as+_healpix_29
&columns[cols][1]=*
&output=Parquet
&mode[Positional][lon]=DEFAULT
&mode[Positional][lat]=DEFAULT
&mode[Positional][geom][Hpx][depth]=$3
&mode[Positional][geom][Hpx][hash]=$4
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Gen/Download speed
• 15s to generate a 382 MB tile (+ 1.6s to download it locally)

• mean of 25 MB/ in memory (single thread, SNAPPY)
• multi-thread? (does not seem trivial)

• 15s = delay before download starts!
• because of row-to-col conversion with a single RowGroup

• Total time doubled (30s) with a 25 MB/s network connexion
• Same tile in CSV: 15s, 970 MB (394 MB gzipped)

• no row-to-col conversion: streaming, no delay
• would be 39s at 25 MB/s (without compression)

• ZSTD l3: CSV = 411 MB; Parquet = 339 MB (-18%)
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Gen/Download speed
• Downloading the equivalent tile from LSBD:

• 411 MB, 24s, 18 MB/s (=network speed, I guess)
• On-the-fly vs normal: factor less than x2 (in this case)

• generation time faster than network speed between
University of Washington and University of Strasbourg

• factor would be x1 with RowGroup of e.g. 10 000 rows
• but not great for compression/big data tools
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Gen/Download speed

Conclusion on generation/download speed and compression:

• compressed CSV vs compressed Parquet: ≈ 20% “only” for
Gaia DR3

• (Parquet high compression rate reached for de-normalized
tables, categories, . . . )

• generation speed faster than network between Washington
and Strasbourg

• main limit: a delay almost doubling download time
• due to row-oriented to col-oriented conversion
• due to a single RowGroup
• almost no delay if small RowGroups were ok
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The Main Limitation!
As for today, LSDB tools do not read on-the-fly HATS!
• Parquet meant for

storage, accessed by smart
readers to prune blocks to
be read

• smart readers need
random access, even
through the network with
HTTPRange

• e.g. metadata in the
footer, to be read first

• (Not the Unix Philosophy:
the new CSV?)

• On-the-fly: single pass write,
streamed

• no seek, unknown size
• no _metadata file

Figure 3:
https://parquet.apache.org/docs/file-
format/
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Possible solutions

• Hold the full file in memory (or copy on disk) on server side
• see G. Schwarz, cited by K. Malanchev, work here

• done for server side pruning
• I am reluctant to do so

• hold memory/disk on a server with possibly a lot of queries
• no more “fire and forget”: protocol needed?

• Cache file on client side, see e.g. this discussion
• transfert even data to be pruned

• except if pruning constraints are provided to the server
• too much work, need to modify external libraries (if I

understood correctly M. DeLucchi)

⇒ we seem to be stuck!
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https://github.com/astronomy-commons/lsdb-server
https://stackoverflow.com/questions/68997995/can-i-read-parquet-from-https-octet-stream


Advantages
On-the-fly advantages:

• Agile solution: perform changes without re-writing
• update VOParquet metadata in all files instantaneously
• update Parquet version without re-writing files
• change HATS version (new file names, new layout)
• change compression (i.e. SNAPPY -> ZSTD)

• Possibility to dynamically adapt tile sizes
• e.g. dynamic max number of rows depending on requested

number of columns

Thus despite previous slide drawbacks:

• Still useful to process a full catalogue tile by tile?
• on a resource limited computer
• using specific tools downloading each file
• not looking at best performances
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Conclusion
• Parquet (hence HATS) is great:

• for storage (Gaia DR3: ≈ −20% wrt CSV, using ZSTD)
• assuming compatible implementations

• for batch analysis involving a few columns and a lot of rows
• (see also ColFITS by M. Taylor)

• Parquet is not a transfert format:
• full file on disk or in memory, HTTPRange needed
• stream reading not possible

• HiPS made for remote progressive visualisation with limited
data transferts;

• HATS made for batch processing with fast network between
workers and storage?

• On-the-fly, streamed, HATS only useful to make copies
on a distributed storage (on the same network as executor
machines) ?

• if so, raises political questions
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https://parquet.apache.org/docs/contribution-guidelines/modules/


Appendix

Backup slides
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Going further

• What about column selection and row filtering on server side?
• G. Schwarz experiment, LSDB team discussions
• orthogonal to Parquet purpose?
• defining interfaces (URLs, Query Params, transfert format)

instead of the implementation (both Parquet format +
readers) isn’t better for interoperability?

• On-the-fly HATS from RCF: what about other formats?
• any HEALPix indexed (and clustered!!) DBMS table is OK

• better if col-oriented format/database
• see hpx-cli and vot-cli for HPX external sort and HPX

indexation of large CSV and VOTable files
• build HATS from a large (a few TB) CSV file on a regular

computer? See K. Malanchev issue
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https://github.com/astronomy-commons/lsdb-server
https://github.com/cds-astro/cds-healpix-rust/tree/master/crates/cli
https://github.com/cds-astro/cds-votable-rust/tree/main/crates/cli
https://github.com/cds-astro/cds-healpix-rust/issues/18


Row-oriented to col-oriented
• Row-oriented to col-oriented conversion is not efficient

• hold a full RowGroup data in memory (~400 MB)
• not a CPU cache friendly operation

• One row-oriented + one col-oriented version of the data,
depending on the use case?
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Row-oriented vs col-oriented

• What about a lot of parallel queries on various tables, with a
lot of columns and a few rows? (E.g. VizieR queries)

• Parquet page size = a few MB
• to get 1 row and 30 columns: read and uncompress 30 pages,

i.e. 30 seeks, a few 100’s of MB
• Row- vs col-oriented depends on problems to be solved
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Gaia DR3 HATS struct

Computing and exploring the Gaia DR3 HATS structure.
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Gaia DR3 HATS struct
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Gaia DR3 HATS struct
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Gaia DR3 HATS struct

Instructions:

• download Skymap file (T. Boch) at order 10 (3.4′x3.4′)
• create a MOM from the Skymap with hpx-cli
• convert the FITS MOM into FITS BINTABLE with hpx-cli
• view with hpx-cli
• load in TOPCAT to build the histogram
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https://alasky.u-strasbg.fr/footprints/tables/vizier/I_355_gaiadr3/densityMap?nside=1024
https://github.com/cds-astro/cds-healpix-rust/tree/master/crates/cli
https://github.com/cds-astro/cds-healpix-rust/tree/master/crates/cli


Gaia DR3 HATS struct
Command lines:

> wget -O gdr3.d10.skymap.fits "${URL}"
# gdr3.d10.skymap.fits is 97 MB large
> time hpx map convert gdr3.d10.skymap.fits gdr3.hats.fits \

count2mom 1000000

real 0m0,280s
user 0m0,155s
sys 0m0,115s
> hpx mom convert gdr3.hats.fits gdr3.hats.bintable.fits \

bintable
> hpx mom view gdr3.hats.fits gdr3.hats.png \

-c linear allsky 800
> topcat gdr3.hats.bintable.fits &
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ATSS (or AT2S)
• ATSS: Astronomical Table Serialisation System

• see Adass 2023 poster P909
• abstractions to serialize/deserialize tabular data
• specific implementation for each format
• inspired by serde.rs (+ similar to TOPCAT StarTable?)

• Project started in 2020, during COVID
• Context: VizieR large catalogues, XMatch service
• Aims:

• enhance the private/internal B/RCF (Block/Row Cat File)
formats

• better support for various file formats
• both in input and output
• neat distinction between transport and display formats

• possible compression preserving fixed row byte size
• same core code to perform queries on many file formats
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https://adass2023.lpl.arizona.edu/events/poster-p909
https://serde.rs/


QATSS STC-S example

• Data: 1.5 TB Gaia DR3 RCF file
• Simple query (first row) takes 100 ms:

> time qat2s --select 'DR3Name,RAdeg,DEdeg,Source' \
> --print-header \
> --limit 1 \
> gaia_dr3.rcf all
DR3Name,RAdeg,DEdeg,Source
Gaia DR3 34361129088,45.00432028915398,0.021047763781174733,34361129088

real 0m0,101s
user 0m0,096s
sys 0m0,005s
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QATSS STC-S example
Complex (ALMA) STC-S query:

• takes 190 ms to
• (2475 rows returned)
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RCF File Format

• B/RCF (Block/Row Cat File) formats developped for the
XMatch service (2010)

• fixed size header (8 kB, easy to modify with dd)
• name, type (B/CF), creation date, number of rows
• blocks (ID, POSITIONS, . . . ): col names, datatype, units,

ucds, format
• header = sequence of “KEY :” + command line arguments
• rows are HEALPix sorted

• for any HEALPix cell, rows are consecutives!!
• contains cumulative HEALPix count maps at orders 0 to 11

• either implicit or explicit
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