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Classification of CRTS detections
Objective: Predict the nature of the object based on available information
About 40 useful different observations may be found.



  

Skyalert portfolio



  

Missing values

Most ML algorithms crash with so many missing entries.



  

Questions

● How will we represent the data vector?



  

Questions

● How will we represent the data vector?
● How will we train the ML algorithm when most 

entries are missing?



  

Questions

● How will we represent the data vector?
● How will we train the ML algorithm when most 

entries are missing?
● How can we quantify the significance of each 

input feature?



  

Questions

● How will we represent the data vector?
● How will we train the ML algorithm when most 

entries are missing?
● How can we quantify the significance of each 

input feature?
● What algorithms can handle the scenario?



  

Questions

● How will we represent the data vector?
● How will we train the ML algorithm when most 

entries are missing?
● How can we quantify the significance of each 

input feature?
● What algorithms can handle the scenario?
● How can we quantify the reliability of the 

predictions?
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Data Representation

● The nature or class of the object is fixed. What 
changes is the available input to describe it.

● It was decided to use a binary genetic coding to 
represent the input vector. 

● Each observation has a particular slot in the 
genetic chain/sequence. A 0 means missing.

● All events with the same genetic code have the 
same set of observations.

● New observations are appended to the right of 
the chain, reading from left to right.



  

Training on Missing Data

● With every input vector, also supply an input 
mask (genetic code for the input vector) so that 
the ML algorithm knows what to use for learning 
and what all is to be ignored.

● Each species vector is treated independently by 
the learning algorithm.

● Update the algorithm (for available inputs) such 
that the cost function is minimised.

● Test on new data with known nature to estimate 
the accuracy of the predictions.



  

Results (Training used 80% data)
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Cross Validation



  

Continued Learning Model

Humans Learn from every experience. Let us 
replicate the same in machines too- Continued 
training and evaluation.

Advantages
● The learning will progress with time – the key 

features required for correct identification will be 
exposed by the failing candidates – feed back.

● Prediction accuracy will asymptotically improve 
until the system replaces human expert.



  

Latest Status
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